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Abstract: In recent days, Sentiment Analysis has become an active research in NLP, which analyzes people's opinions, sentiments, evaluations,
attitudes, and emotions from writing language. The growing importance of sentiment analysis coincides with the growth of social media such as
reviews, forum discussions, blogs, and social network. In his paper, sentiment analysis of Malayalam film review is carried out using machine
learning techniques CRF combined with a rule based approach. The system shows 82 % accuracy.

INTRODUCTION

Sentiment Analysis (SA) is a process that helps to extract the
subjective or conceptual information from various sources. It
deals with analyzing emotions, feelings and the attitude of a
speaker or a writer from a given piece of text. In a broader
sense, SA is a cognitive process which helps computer to
understand and extract human behavior such as likes and
dislikes, feelings and emotions and many other attributes and
also to predict the behavioral aspects of human. It is also used
for opinion mining, one of the hottest topics in NLP that helps
to identify and extract subjective information in source
materials and provides valuable insights about the user’s
intentions, taste and likeliness etc.

Facts and opinions are two main types of textual information
in the world. Facts are objective expressions about entities,
events and their properties while opinions are usually
subjective expressions that describe people’s sentiments,
feelings toward entities, events and their properties. Opinion
expressions convey people’s positive or negative sentiments
and it may be a neutral comment. Present research on textual
information processing has been focused on mining and
retrieval of factual information.

The web has dramatically changed the way that people express
their views and opinions. Common men can now post reviews
of products at various online product review sites and express
their views on almost anything in Internet forums, discussion
groups, social media and blogs, which are collectively called
the user-generated content. This would lead to measurable
sources of information, which helps to improve the quality of
the product and for a better feedback and choice to the user.
Such system can be further modified to an automatic textual
analysis for sentiments, automatic survey analysis, opinion
extraction, or a recommender system. Such system typically
tries to extract the overall sentiment revealed in a sentence or
document, either positive or negative, or neutral.

Malayalam belongs to the Dravidian family, a large family of
languages of South and Central India, and SriLanka.
Malayalam exhibits heavy amount of agglutination. Due to the
agglutination and rich morphology of words along with high
ambiguity of Malayalam language, research in NLP for
Malayalam is always challenging and is same for sentiment
analysis because of its high dependence on words that are used
for expressing the feelings or other sentiments.

The sentence-level and document-level review has been
considered. Focus on the sentence-level sentiment extraction is

significant because in most of the websites, user comments are
just a single sentence. Document -level provides the semantics
of the entire document, but often fails to detect sentiment
about individual aspects of the topic. A statistical approach
using simple co-occurrence that commonly used machine
learning techniques is a trivial approach, but fail to provide a
better result, especially in cases where both negative and
positive comes in two differ sentences in a document. In order
to resolve such shortcoming, we propose a hybrid statistical
model using rule based and extracting the grammatical
features.

The paper is organized into different sections. First section
dealt with the introduction about SA and the objective of the
paper. The second section exposed the states of the art that
provides some of the major work carried out in this area. The
third section reveals the proposed work and the
methodologies.  The  fourth  section includes the
implementation and the result obtained. The fifth section
concludes the paper.

STATES OF THE ART - SENTIMENT ANALYSIS

There has been a wide range of work carried out on this topic.
The main research carried out in the area of sentiment analysis
is in the document and sentence level. Document and sentence
level classification methods are wusually based on the
classification of review context or words. Most of the work
done is by using either of these three methods, Semantic
Orientation method, Machine Learning method or Rule Based
approach.

One of the first attempts in this field was done by Alekh
Agarwal and Pushpak Bhattacharyya [1] for English. In this
paper they made an attempt to determine the overall polarity
of a document, such as identifying for the appreciation or
criticism of a movie. They presented machine learning based
approach to solve the problem of determining the sentiments
similar to text categorization. The movie review was selected
for their experiments. Their paper concluded with an accuracy
of over 90% for the first time.

Another work on the sentiment extraction of movie was done
by Pang [2]. The ultimate aim of that work was to find the best
way to classify the sentiment from text, either standard
machine learning techniques or human-produced baseline.
Three different machine learning techniques explained were
mainly Maximum Entropy, Support Vector Machine, and
Naive Bayes. In their experiment, they tried different
variations of n-gram approach like unigrams presence,
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unigrams with frequency, unigrams with bigrams, bigrams,
unigrams with POS, adjectives, most frequent unigrams,
unigrams with positions They concluded that machine learning
techniques are quite good in comparison to the human
generated baseline. The paper also remarked that the Naive
Bayes approach tend to do the worst while SVM performs the
best.

Manurung, and Ruli [3] work was carried out in 2008 for
Indonesian Language using machine learning method. In this
work, he initially translated English movie review into
Indonesian language and then applied to the machine learning
approach such as Naive Bayes, SVM, and maximum Entropy
method to perform the sentiment classification. He reached at
the conclusion that SVM is the best classification method
giving 80.09% accuracy.

Saggion and Funk [4] used senti-wordnet to perform opinion
classification. They calculated positive and negative score for
a review and based on the maximum score, the polarity of the
review was assigned. They also extracted features and used
machine learning algorithms to perform classification of the
sentiments from the text.

Turney [5] also worked on part of speech (POS) information.
He used tag patterns with a window of maximum three words
using trigrams. In his experiment, he considered JJ, RB, NN,
NNS POS-tags with some set of rules for classification of
product reviews. He wused adjectives and adverbs for
performing opinion classification on reviews. PMI-IR
algorithm is used to estimate the semantic orientation of the
sentiment phrase. He achieved an average accuracy of 74% on
410 reviews of different domains collected from opinion.
Barbosa [6] designed a 2-step automatic sentiment analysis
method for classifying tweets. They used a noisy training set
to reduce the labelling effort in developing classifiers. First,
they classified tweets into subjective and objective tweets.
Then subjective tweets are classified as positive and negative
tweets. Celikyilmaz [7] design a pronunciation based word
clustering method for tweet normalization. In pronunciation
based word clustering, words having similar pronunciation are
clustered and assigned common tokens. They also used text
processing techniques like assigning similar tokens for
numbers, html links, user identifiers, and target organization
names for normalization. After doing normalization, they used
probabilistic models to identify polarity lexicons. They
performed classification using the BoosTexter classifier with
these polarity lexicons as features and obtained a reduced error
rate.

In Malayalam, the works on sentiment analysis is in its infant
stage. Geethu Mohandas [8], had proposed a semantic
orientation method for extraction of the mood from any
sentence. In their study, they have applied the semantic
orientation method using an unsupervised learning technology
for classifying the input text for classification. They used a tag
set which includes the tags sorrow, joy, anger and neutral for
tagging the manually created corpus and then calculated the
semantic orientation by semantic association using SO-PMI
(Semantic Orientation from Point wise Mutual Information).
They concluded their paper with a conclusion that the SO-PMI
method gives about 63% accuracy.

PROPOSED WORK
The proposed work concentrates on sentiment analysis to find
the positive, negative or neutral opinions from the user’s

writings at the document level. The polarity of sentence and
rating of individual category, such as film, direction, acting,
song, script etc. is individually computed. The different
suggestions, opinion and feedback about the film by
considering different factors improve the overall ranking in a
more meaningful manner and also item wise scoring. This
work has been implemented on a hybrid approach combining
the machine learning technique with rules. Since Malayalam is
a highly agglutinative language with rich morphology, and
also of free order, it has a wide range of fluctuated words with
the same meaning. Also such reviews, there are a number of
colloquial usages, short forms and broken sentences. Here we
used Conditional Random Field (CRF) techniques for proper
extraction and classification of sentiments.

Conditional Random Fields (CRFs) is a probabilistic
framework for labeling and segmenting structured data, such
as sequences, trees and lattices. The underlying idea is that of
defining a conditional probability distribution over label
sequences, given a particular observation sequence, rather than
a joint distribution over both label and observation sequences.
The primary advantage of CRFs over Hidden Markov Models
is their conditional nature, resulting in the relaxation of the
independence assumptions required by HMMs in order to
ensure tractable inference. Additionally, CRFs avoid the label
bias problem, a weakness exhibited by Maximum Entropy
Markov models (MEMMs) and other conditional Markov
models based on directed graphical models.

IMPLEMENTATION

A document level feature extraction and analysis is carried out
for finding the polarity and rating of the film reviews. The
polarity indicates positiveness, negativeness or neutrality of
the document and the rating gives the rate in each category
separately. The categories mainly dealt with our song, acting,
direction, script and film. POS tagging is performed to the
sentence, but for many of the attributes in sentiments requires
additional tagsets, that is being included in the proposed
method for better analysis and prediction. The training and
testing process using CRF is depicted in Figure land 2.
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Figurel: Training Phase Figure 2: Testing Phase
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TAGSET DEFINITION

The additional tagset definition for sentiments is an important
task in this work. There is no exact and standard tagset for the
sentiments in Malayalam presently, without that proper
tagging is difficult. We have defined additional 10 tags for
sentiment analysis in our study. Tagging not only depends on
word but also the context of that particular document. The
same words have the different tags in different contexts.

Table I.  Sentimental Tags
Sl .
No Tags Example Description
1 CC_CcD alesH Conjunction
2 DIR meflwome , el Direction /Script
3 INEG ag) ey Inverse Negative
4 INTF Qge Intensifier
5 NEG G20UWA0EY Negation
6 NEU BB Neutral
7 POS dll ai @06y Positive
8 RD_PUNC Sentence Ending
avlmla@oem, ]
9 SPCL JRY— Film
10 TST HLO2aD@o Acting / Song

MACHINE LEARNING USING CRF

The collected and refined corpus has been tagged manually for
training the engine. Here the engine has the capability of
recalling the previous experience, there by learns for better
classification. About 30000 tokens and its tags were used for
training. The rules were also implemented appropriately with
respects to the various semantics.

Algorithm

Step 1: Take Input

Step 2: Classification Using CRF (Tagging)

Step 3: Analyze the tagged output

Step 4: Apply 9 rules for finding the polarity of the sentence or
document (Positive, Negative, Neutral)

Step 5: Find the rating of the individual category (Excellent,
good, not bad, bad, not good, worst)

Step 6: Results

Step 7: Exit

RESULT

The system has been analyzing the sentiments from
Malayalam film review at document level. Find out the
polarity and rating of individual category. The categories
which are Film, Direction/Script, Song/Acting, and other
factors and attained an overall accuracy of 82 %.

EQ: Input text: Qo G@a0®mQ0  GREMIUEMO0
alrlailell aomymoll  alo@omdleogam  @REe™ @Iemary’

@By l@aow wloglal 'gesge  mocaeom  al@acw
eoadlmdl 'gosge  eoddly  uealwowemosm  sflom
GOVl agmoal  oeIoglegE  @PE aldlalmasoom

SGeN@IRYD NEMODIRne ojole Jl@aow ‘ guwyw oo
Ballclesmoy 22ICRIRIDODTeRI aLOWOEEM
BGoNOTIRINRIGIN  NVEABHEDIY  (JTIMVTW] QD200
OOBHI0P  OAQYMEDMEOMORM @l Slaflas. allwe

aloeomEm © Guay OO  MeOlWIEM  TLMIMAERM@ .
&Sl eaoaneImenelem @REIMAILENQ. S0 EENZAIGEMIOE
" By | BUOPMEAIRISBMD . g @RMMVElYSS (IMEEBRG.
AlUBIOODRIMVUIIDQYo Al@eom DEMUYSSO LB
ea0a0m anellem GrMIITIaIL @REIM® dldal’ memwosy
HOMEWIRLIQYES  MUANERHMO@M  MITRWR®o  AlOWo
WROLUED Al@eoom  weles. anouﬁl_r%
B0CHOMZOM  AlOWOYMN  TVMBEEREBSe  (MoRIAUTMEBBS0
alei@eg  Ll@oolel c@oanmalele  @rMIOTLAIW
@REIM® aleal @OM@ET EOINEQIRLIYSS
muallewastme@m  MITRetd®o  alO®Ie @O YOTIT
GaoUD OQAQa] 6MSIM @Ry Allgym G0 NE@OBIM  GFleory
)@@ @@ gesl wEMWeS alBw. . /MY 6@
esailalleum’ eeoamw] cauoilnal GINJaI@EROSHWINE MR
milaflalel og eqjgooilalgent’ muom@pmilencs’ . milmlages
BYETOM QURIE® IOWIERMOENE 0D ROWINEIBEES SealSal .
alecv®m @ste® mildla @lewom cdledlala’ evlsoy agsslal
@M alG@lwlal aegomm Eluedeeniowo Mad'SE5EA0 ag)aTy
c@oMlaflesmoend’ 0D emPlal @ . @YEYIGCIQeS @RGAIU.
oseflonlleosewd  HBFEYM EMGEAIY  GEOCWHO
dlallewemnge aQBIREWIWOW  MVUoRIAHAN  LO&KHRIEEES.
@RAVIGKHEROW  MEZAEEGo AU PIMEBSROT
miadlalod  afleg.  20MiMOI®  amayyme  Qllaysmoal
@RYBOLIHOITY mﬂsecmgo . mldlaes ddlaled daallte
ool il &Qafleom  2e0WIWaNEM. . &d.@RA.UIDE!
W@ allewnoel agauldluy’ mldaiadlsl@lesme . spanotenian®s]
omgl &oeMle:e8 godlaflal ollwdafesmedlyy . Oadlal@oa0mmE
ag)go (GTOnﬁ.%EIé(T\)nDV MWlOMEQI0Me  6.21Q alogdHe
sluntelecIel=1 ag)m admlag
@maiveieaigp@lmae .mymlal eI MYE:MIGIQe  PBMWQo
MEBBBOS  6).2IQBAUHUETBRS' DEMIOEAIES CHO@a]COg
HalsOBBeS Mmgalafe mm  mloeom  alimaegoes s
Q0PI afN  WEIYaGAIQ BT aldOc HIMIMmAL] mem
BOBIMOUSTOMO af)n aldmildlal sllimewaes myes al@lwoo .
AlBloJ@ERm af)M @RAIMING BT GUdy , WBAL @Galgesmesslal
@®IeM  @Ream 8 MUMlaew 860 GO Mo
Q@M ®20®Q  eIA®AIERSlR] MM HEEMRSEBMMT
dleiden mimla ©QIQERI@m 30l @R)GAM’
al@BloJ@EROe® TLEUBlERM af) MDOETN
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Table 1. Result of Individual Category
Category Polarity Rating
Film POSITIVE GOOD
Direction/Script NEGATIVE BAD
Song/Acting POSITIVE EXCELLENT
Others POSITIVE EXCELLENT
Overall POSITIVE GOOD

Over all Result: POSITIVE

Over all Rating: GOOD

CONCLUSION AND FUTURE WORK

The sentiment analysis is the part of cognitive science that
gives the artificial intelligence power to the machine. This
work proposes a method of extracting the sentiments from the
Malayalam film review. We have been implementing a hybrid
approach for finding the sentiment from given sentence or
document. This work would help to assign the rank and
popularity of the new arrival film and also to the users for
expressing their feelings after watching new films. Also help
to find the rating and the score of the film. The polarity and
rating of the individual categories like song, acting, direction,
and script are also done. Presently, the sentiments can be
extracted only from the movie reviews. This work can be
enhanced for extracting the emotions from other areas like
story, novels, product reviews and so on. The other machine
learning approaches can also be used in this study.
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